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 Feature pyramid encoder

 Transformer-based motion embedding module

 Joint appearance and motion decoder: Two synchronized branches,

i.e., warping-based and synthesis-based, are designed to focus on

context aggregation and occlusion reasoning

Experimental Results

Intermediate process of undistortion field estimation and occlusion reasoning

Performance on Carla-RS and Fastec-RS datasets

Performance on BS-RSC dataset

Existing rolling shutter correction (RSC) methods employ a

two-stage network design:

• Motion Estimation Module: Estimating a pixel-wise

undistortion field to warp the RS appearance content to the

corresponding global shutter (GS) instance.

• GS Frame Synthesis Module: Fusing the contextual

information in a coarse-to-fine manner, ultimately decoding

the desired GS image.

Qualitative rolling shutter correction result

https://github.com/GitCVfb/JAMNet

 A novel data augmentation strategy: Vertical Flip & Inverse Order

is proposed to release the potential of the RSC datasets.

x “Chicken-and-Egg” Problem: Ignoring the

mutual promotion of these two key modules is

not conducive to joint optimization.

x Inefficient Actual Deployment: Two-stage

methods inevitably increase the model size

and inference time.

Our single-stage method: Joint motion estimation

and GS frame synthesis

• Real-time

• Light-weight

• High-accuracy

Motivation

Data Augmentation

Network Framework

+4.7dB

Real-time


